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Computer vision is the field of computer science that focuses on
replicating parts of the complexity of the human vision system and
enabling computers to identify and process objects in images and
videos in the same way that humans do.

At an abstract level, the goal of computer vision problems is to use the
observed image data to infer something about the world.

Working on Computer Vision is equivalent to working on millions of
calculations in the blink of an eye with almost same accuracy as that of
a human eye.



If We Want Machines to
Think, We Need to Teach
Them to See.

- Fei Fei LI,

Director of Stanford AI
Lab and Stanford V
Lab

Malingan, Nivu Academy & Nunnari Labs


http://vision.stanford.edu/feifeili/
http://ai.stanford.edu/
http://vision.stanford.edu/

Agenda

* Images and its Properties

* Traditional Computer Vision
* Deep Learning

* CNN



Areas that deal with Images
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How Human Vision Works?



Vision begins with the eyes, but it truly takes place in the brain.




How do Machines see?



Data

* [mages
e Videos
3D Models



Images as Pixels
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Represent colors by numbers: In computer science, each color is represented by a specified HEX
value. That is how machines are programmed to understand what colors the image pixels are made
up. Whereas as humans we have an inherited knowledge to differ between the shades.

8-bit or 256 color displays Pivels on the
cornputer screen

How to create colors with RGB?

Each screen pixel is represented

Combine parts of the three primary by eight bits of memary. .

colors red, green and blue. i
) 1 0 1 o |0 o1 1
Each of the primary colors can have a

value in the range from O to 255. 256 colars (Color Laak Up Table)
[T 11
R: 255 O 0 0 255
G: 0O 25 O 0 255
B: O O 255 0 255
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Color Spaces

* RGB
* HSV
* HSL

* There is also HSV color space (hue, saturation, and value),
and HLS space (hue, lightness, and saturation). These are some of the

most commonly used color spaces in image analysis.
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HLS Color Space
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Yellow Line
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Many popular computer vision applications involve trying to recognize
things in photographs; for example:

* Image Classification: What broad category of object is in this photograph?
* Object Identification: Which type of a given object is in this photograph?
* Object Verification: Is the object in the photograph?

Object Detection: Where are the objects in the photograph?

Object Landmark Detection: What are the key points for the object in the
photograph?

* Image Segmentation: What pixels belong to the object in the image?

Object Recognition: What objects are in this photograph and where are they?
Object Tracking: Where is the object in the video frames?

* Image Generation: Generate new images

OCR: Image to Text



Outside of just recognition, other methods of
analysis include:

* Video motion analysis uses computer vision to estimate the velocity
of objects in a video, or the camera itself.

* In image segmentation, algorithms partition images into multiple sets
of views.

* Scene reconstruction creates a 3D model of a scene inputted through
images or video.

* In image restoration, noise such as blurring is removed from photos
using Machine Learning based filters.



SoAl CV Curriculum

* Low Level Vision (Image to Image)
* Basic Image Processing
* Optical Flow

* Mid Level Vision (Image to Features)
* Basic Segmentation
* Fitting

* Multiple Views

* Multiple Images
* 3D Scenes

* High Level Vision (Features to Analysis)
* Object Detection and Classification
* Modern Deep Learning



1. Low Level Vision : Image Brightness
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2. Mid Level Vision : Contour Detection

Number of polygons 12
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Mid Level Vision : Edge Detection
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Mid Level Vision : Edge Detection
If we apply the Sobel x and y operators to this image:
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Sobel x



3. Multiple Views : Image Stitching

‘.
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Multiple Views : Perspective Transform

ORIGINAL IMAGE “WARPED"” IMAGE
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Multiple Views : Roads (Birds Eye View
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SDC Camera Calibration

Extras



Sensors | SpPatial
Resolution
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e Distortion

* Image distortion occurs when a camera looks at 3D objects in the real
world and transforms them into a 2D image; this transformation isn’t
perfect. Distortion actually changes what the shape and size of these
3D objects appear to be. So, the first step in analyzing camera images,

is to undo this distortion so that you can get correct and useful
information out of them.



Why is it important to correct for image
distortion?

e Distortion can change the apparent size of an object in an image.
* Distortion can change the apparent shape of an object in an image.

* Distortion can cause an object's appearance to change depending on
where it is in the field of view.

 Distortion can make objects appear closer or farther away than they
actually are.



Camera Matrix (C)
P=Cp
3D 2D

PLY,2)[ '!@

PINHOLE |
CAMERA
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Light rays bend at edges of camera lens
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Radial Distortion
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Tangential Distortion
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Using these distortion coefficients we can
undistorted camera images
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* Radial Distortion
* Tangential Distortion
* Purposeful distortions like (fish eye, wide-angle)



4. High Level Vision : Deep Learning (CNN)
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Computer Vision Learning Path

* Learn Computer Vision
* https://www.youtube.com/watch?v=FSe 02FpJas
* https://github.com/lISourcell/Learn Computer Vision

* Computer Vision, PylmageSearch
* https://www.pyimagesearch.com/start-here/
* https://www.pyimagesearch.com/pyimagesearch-gurus/

Author - Navaneeth Malingan, Nivu Academy & Nunnari Labs


https://www.youtube.com/watch?v=FSe_02FpJas
https://github.com/llSourcell/Learn_Computer_Vision
https://www.pyimagesearch.com/start-here/
https://www.pyimagesearch.com/pyimagesearch-gurus/

Applications
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Self driving cars
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Autonomous Drones
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Healthcare
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Face Recognition and Authentication

At .

LA
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Surveillance
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Other few Application

* Optical character recognition (OCR)

* Machine inspection

 Retail (e.g. automated checkouts)

* 3D model building (photogrammetry)

* Medical imaging

e Automotive safety

* Match move (e.g. merging CGIl with live actors in movies)
* Motion capture (mocap)

* Surveillance

* Fingerprint recognition and biometrics



Other Cool Computer Vision Applications
using Deep Learning




Deep Fakes

Source Actor
Face2Face

Real-time Reenactment

Reenactment Result




Pose Transfer

Source Video |

Source to Target 1 Result .

Source: [Chan et al. 2018]
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CycleGans are used to convert one source of
domain to another source and vice versa
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Style Transfer
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GANSs can create fake celebrity faces
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Deep Learning Revolution



Deep Learning

Until recently, computer vision only worked in limited capacity.

Thanks to advances in artificial intelligence and innovations in deep
learning and neural networks, the field has been able to take great

leaps in recent years and has been able to surpass humans in some
tasks related to detecting and labeling objects.



Traditional Computer Vision VS Deep Learning
Approach
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Why Deep Learning? Scalable Machine Learning

Machine Learning

& — i — 737 [l

Input Feature extraction Classification Output

Deep Learning
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Why Al Now?
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ML Hardware

Google TPU

Cloud TPU is designed to run
cutting-edge machine
learning models with Al
services on Google Cloud. And
its custom high-speed
network offers up to 11.5
petaflops of performance in a
single pod.

Nvidia GPU

NVIDIA CUDA is the world
leader in high-performance
parallel computing on GPUs.

Even before the creation of
CUDA, NVIDIA was a pioneer
in the creation of innovative
algorithms and applications
to bring GPU Computing to
the world.

Intel ML Kit

Harnessing silicon designed
specifically for Al, end to end
solutions that broadly span
from the data center to the
edge, and tools that enable
customers to quickly deploy
and scale up, Intel Al is inside
Al and leading the next
evolution of compute.
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= 1 Statistics in Pytlhon " ':u it
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Computer Vision Tools and Library

* OpenCV

* Dlib

* Imutils

* TensorFlow

* PyTorch

* Matlab

e Scipy and Numpy



Computer Vision as Service:

* Google Cloud and Mobile Vision APIs
 Amazon Rekognition
* Microsoft Azure Computer Vision API

 All these services enables developers to perform image processing by
encapsulating powerful machine learning models in a simple REST API that
can be called in an application to add image and video analysis to your
applications.

* The service can identify objects, text, people, scenes and activities, and it
can also detect inappropriate content, apart from providing highly accurate
facial analysis and facial recognition for sentiment analysis and OCR.



Neural Network



Nowron Inputs
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Artificial Neural Network

Update weights
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MNIST Feed Forward
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CNN

Convolutional Neural Network



Color Spaces : Grayscale, RGB, HSV, CMYK,
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fc_3 fc_4

Fully-Connected Fully-Connected
Neural Network Neural Network
Conv_1 Conv_2 RelU activation
Convolution Convolution 1 /—A
(sl)de) k:;r_'d Max-Pooling (5 I"(dS) kj;'_‘3| Max-Pooling (with
valid padding (2x2) valid padding (2x2) - Ndropout]

INPUT nl channels nl channels n2 channels
(28 x 28 x 1) (24 x24 xn1) (12 x12 x nl) (8x8xn2)

n3 units
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Convolution Layer — The Kernel
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Pooling (Reduces Dimensions and Removes Noise)

max pooling
20| 30
112| 37

average pooling
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MNIST Feed Forward
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MNIST CNN

Image
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The Challenge of Deep Learning

* Ask the right question and know what the answer means:
image classification # scene understanding

» Select, collect, and organize the right data to train on:
photos # synthetic # real-world video frames

i Author-Navaneeth |V|a||ngan Nivu /-\caaemy & Nunnarl tabs
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Visual Understanding is Harder

Examples of what we can’t do well:

* Mirrors

Sparse information
3D Structure
Physics

What’s on
peoples’ minds?

What happens next?

Humor

Author-Navaneethrviatingan, NivoAcademy & Nunnari tabs
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Deep Learning:

Our intuition about what’s “hard” is flawed (in complicated ways)
Visual perception: 540,000,000 years of data
Bipedal movement: 230,000,000 years of data
Abstract thought: 100,000 years of data

Prediction: Dog + Distortion Prediction: Ostrich

“Encoded in the large, highly evolve sensory and motor portions of the human brain is a billion
years of experience about the nature of the world and how to survive in it.... Abstract thought,
though, is a new trick, perhaps less than 100 thousand years old. We have not yet mastered it. It
is not all that intrinsically difficult; it just seems so when we do it.”

- Hans Moravec, Mind Children (1988)

IIIiI- m:mt:‘:;n‘t’ For the full list of references visit: [6, 7' 11, 68] , https//deeplearnlngmltedu 2019
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“Teachers”

Human

Human

Machine

Human

Machine

Human

Machine

Machine

Deep Learning from Human and Machine

“Students”

Supervised
Learning

Augmented
Supervised
Learning

Semi-
Supervised
Learning

Reinforcement
Learning

Unsupervised
Learning

EEm Massachusetts
I I Institute of
Technology
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Data Augmentation
Crop: Flip:

Scale:

>

Translation:

I mmm  Massachusetts For the full updated list of references visit:
II Institute of
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Neuron: Biological Inspiration for Computation

. ! — (Artificial) Neuron: computational building
axon from a neuron y ":UO$0 block for the “neural network”

. cell body f (Z w;T; + b)
w11 i
- E uuwi+-b f

output axon

activation
Wo T2 function
impmzes iat;rizd Neuron: computational building
owara ce oday :
branches block for the brain

dendrites

axon

nucleus terminals

impulses carried
away from cell body

cell body
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Biological and Artificial Neural Networks

Human Brain

* Thalamocortical system:
3 million neurons
476 million synapses

e Full brain:
100 billion neurons
1,000 trillion synapses

Artificial Neural Network

* ResNet-152:
60 million synapses

Human brains have ~10,000,000 times synapses
than artificial neural networks.

— ) /-\utnor I\Iavaneem |V|a||ngan NivO /—\caoemy CSL Nunnari LaDS
i f referen
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Neuron: Biological Inspiration for Computation

impulses carried Key Difference:

v * Parameters: Human brains have
~10,000,000 times synapses than
artificial neural networks.

* Topology: Human brains have no
“layers”. Async: The human brain works

* Neuron: computational asynchronously, ANNs work
building block for the brain synchronously.

* Learning algorithm: ANNSs use gradient
2 o descent for learning. We don’t know
avon from a newron oo what human brains use
* Power consumption: Biological neural
T networks use very little power

sy compared to artificial networks

 Stages: Biological networks usually

never stop learning. ANNs first train
* (Artificial) Neuron: computational then test.

building block for the “neural network”

branches
of axon

dendrites

axon

nucleus terminals

impulses carried

; away from cell body
cell body

cell body

Zw,-:l:,; + b
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Compute Hardware

* CPU - serial, general purpose, everyone has one
* GPU — parallelizable, still general purpose

e TPU — custom ASIC (Application-Specific Integrated Circuit) by
Google, specialized for machine learning, low precision

Author-Navaneethiviatingan, NivoAcademy & Nunnari tabs

III'- Massachusetts o the full list of references visit: [273] httpS//deeplearnlngmltedu 20]9

II Institute of ¥
Technology https://hcai.mit.edu/references




Convolutional Neural Networks:
Image Classification

AN V.
N

) /
/ /

What the computer sees

_ 82% cat

>

; g 15% dog
image classification 2% hat

1% mug

e Convolutional filters:
take advantage of
spatial invariance

PR S

Input
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* AlexNet (2012): First CNN (15.4%)
* 8layers
* 61 million parameters

*  ZFNet (2013): 15.4% to 11.2%

* 8layers
0.3 * More filters. Denser stride.
0.25 * VGGNet (2014): 11.2% to 7.3%
. = * Beautifully uniform:
g 0.2 3x3 cony, stride 1, pad 1, 2x2 max pool
“é’ * 16 layers
o i
-{,—_3, 0.15 * 138 million parameters
= 0.1 * GoogleNet (2014): 11.2% to 6.7%
a2 16.7% 4 23.3% | :
© * Inception modules
’ * 22 layers
0.036
0 - * 5 million parameters
2010 2011 2012 2013 2014 2015 2016 2017 (thrawraway tully connegted, layers)
T * ResNet (2015): 6.7% to 3.57%
* More layers = better performance
Human error (5.1%) . 152 layers

surpassed in 2015 CUImage (2016): 3.57% to 2.99%

e  Ensemble of 6 models

*  SENet (2017): 2.99% to 2.251%

* Squeeze and excitation block: network
is allowed to adaptively adjust the
weighting of each feature map in the
convolutional block.

III._ e st AUTNOTr - Navaneetn ivialingan, NIVU ACademy & NuUnnart Labs
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Object Detection / Localization
Region-Based Methods | Shown: Faster R-CNN

region _ , :  classes
proposal regions™ > FC _-’ (softmax)
B B | e—
: FC
pooling|——> | o ers
image *_) CNN feature maps— > presassnssssasanesas :
feereneeenraenenes : FC -y boundary box :
:  regressor

ROIs = region_proposal(image)
ROI ROIs

patch = get patch(image, ROI)
results = detector(patch)

Author-Navaneethiviatingan, Nivo Academy & Nunnari tabs

III.- Massachusetts o the full list of references visit: [299] httpS//deeplearnlngmltedu 20]9

Institute of ¥ F
Technology https://hcai.mit.edu/references




Object Detection / Localization
Single-Shot Methods | Shown: SSD

Ps

:]conv. gresssssssnsenaeens
C classes

>{ con > <
L : boundary boxes :

HEm Massachusetts

Institute of
Technology

For the full list of references visit:
https://hcai.mit.edu/references
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Object Detection: State of the Art Progress

R-CNN — OverFeat - MultiBox — SPP-Net — MR-CNN — DeepBox — AttentionNet —

2013.11 ICLR’ 14 CVPR’ 14 ECCV 14 ICCV™ 15 ICCV” 15 ICCV’ 15

Fast R-CNN — DeepProposal — Faster R-CNN - OHEM — YOLO v1— G-CNN — AZNet —

OV 15 N—— NIPS’ 15 CVPR’ 16 CVPR’ 16 CVPR’ 16 CVPR’ 16

Inside-OutsideNet(ION) — HyperNet — CRAFT — MultiPathNet(MPN) — SSD — GBDNet —

CVPR’ 16 CVPR’ 16 CVPR’ 16 BMVC’ 16 ECCV’ 16 ECCV" 16

CPF — MS-CNN — R-FCN — PVANET — DeeplD-Net— NoC — DSSD— TDM — YOLO vZ2 —

ECCV’ 16 ECCV" 16 NIPS” 16 NIPSW’ 16 PAMI’ 16 TPAMI" 16 arXiv' 17 CVPR" 17 CVPR" 17

Feature Pyramid Net(FPN) - RON — DCN — DeNet — CoupleNet— RetinaNet — DSOD —

CVPR’ 17 CVPR’ 17 Iccv’ 17 Iccv 17 Iccv” 17 ICCv" 17 ICCV" 17

Mask R-CNN - SMN — YOLO v3 — SIN — STDN — RefineDet —» MLKP — Relation-Net —

ICCV" 17 ICCV’ 17 arXiv' 18 CVPR" 18 CVPR’ 18 CVPR’ 18 CVPR" 18 CVPR" 18

Cascade R-CNN —» RFBNet —» CornetNet — Pelee — MethAnchor— SNIPER — M2Det

CVPR’ 18 ECCV’ 18 ECCV’ 18 NIPS’ 18 NIPS’ 18 NIPS’ 18 AAAI' 19

EEm Massachusetts
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Semantic Segmentation

Hybrid Dilated Conv. (HDC)

‘l'lil
|8 | Fflﬁl

e
r=2 r=3
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Encoding : :
|
Dense Upsampling Conv. (DUC)
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SegNet (Nov 2015)

Paper: “SegNet: A Deep Convolutional Encoder-Decoder Architecture for Image Segmentation”

* Maxpooling indices transferred to decoder to improve the
segmentation resolution.

Convolutional Encoder-Decoder

Input Output

Pooling Indices

RGB Image B Conv + Batch Normalisation + Rell | Segmentation
’- Pooiing Il Upsampling Softmax |

Author-Navaneethiviatingan, NivoAcademy & Nunnari tabs
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Transfer Learning

loss -
A

softmax

Data and labels (e.g. ImageNet)

TRANSFER

* Fine-tune a pre-trained model

Shallow classifier (e.g. SVM)

ﬁ features

fc1

conv3

conv2

conv1

T

Target data and labels

 Effective in many applications: computer vision, audio, speech,

natural language processing
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o [T
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Autoencoders

Latent Representation Reconstructed Output

Original Input
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* Unsupervised learning

S et

* Gives embedding

* Typically better embeddings

tive task
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http://projector.tensorflow.org/

nnari tabs

o

Navaneeth viatingan, Nivo Academy & NU

[298]

AUTNOT -

For the full updated list of references visit:

2019

~

https://deeplearning.mit.edu

W Em Massachusetts
I I Institute of
Technology



Generative Adversarial Network (GANSs)

Generative Adversarial Networks (GANs) are a way to

make a generative model by having two neural networks
compete with each other.

(Jake)

The discriminator tries to
distinguish genuine data
from forgeries created by
the generator.

(Xreal (data)) [ X fake
G

)

The generator turns Progressive GAN
random noise into 1024 1024
immitations of the data,
in an attempt to fool the

discriminator.

l
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How do | Start?



Best places to Start

https://github.com/soaicbe/ai all resources

An Ultimate Compilation of Al Resources for Mathematics, Machine
Learning and Deep Learning.

Author - Navaneeth Malingan, Nivu Academy & Nunnari Labs


https://github.com/soaicbe/ai_all_resources

An Ultimate Compilation of Al Resources for Mathematics,
Machine Learning and Deep Learning

Knowledge Not Shared is wasted - Clan Jacobs

This collection is a compilation of Excellent ML and DL Tutorials created by the people below

¢ Andrej Karpathy blog
e Brandon Roher

o Andrew Trask

e Jay Alammar

e Sebastian Ruder

e Distill

¢ StatQuest with Josh Starmer
e sentdex

e Lex Fridman

e 3Bluel1Brown

e Alexander Amini

¢ The Coding Train

Author - Navaneeth Malingan, Nivu Academy & Nunnari Labs



Computer Vision Learning Path

* Learn Computer Vision
* https://www.youtube.com/watch?v=FSe 02FpJas
* https://github.com/lISourcell/Learn Computer Vision

* Computer Vision, PylmageSearch
* https://www.pyimagesearch.com/start-here/
* https://www.pyimagesearch.com/pyimagesearch-gurus/

* https://medium.com/readers-writers-digest/beginners-guide-to-
computer-vision-23606224b720

Author - Navaneeth Malingan, Nivu Academy & Nunnari Labs


https://www.youtube.com/watch?v=FSe_02FpJas
https://github.com/llSourcell/Learn_Computer_Vision
https://www.pyimagesearch.com/start-here/
https://www.pyimagesearch.com/pyimagesearch-gurus/
https://medium.com/readers-writers-digest/beginners-guide-to-computer-vision-23606224b720

https://www.ted.com/talks/fei fei li how we re teaching computers
to understand pictures

l|deas worth spreading
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How we're teadﬁﬁﬁ computers to understand pictures
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Author - Navaneeth Malingan, Nivu Academy & Nunnari Labs


https://www.ted.com/talks/fei_fei_li_how_we_re_teaching_computers_to_understand_pictures

Shall | start Tomorrow?



Newbie
Programmers




Math for ML
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Author - Navaneeth Malingan, Nivu Academy & Nunnari Labs



Matrix Multiplication

Neural Network

Author - Navaneeth Malingan, Nivu Academy & Nunnari Labs



Machine Learning theory is a field that
rsects statistical, probabilistic, computer
nce and algorithmic aspects arising from
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Why need Math in ML?

* Why something works?
* Why one model is better than other?

 Selecting the right algorithm which includes giving considerations to
accuracy, training time, model complexity, number of parameters and
number of features.

* Choosing parameter settings and validation strategies.

* |dentifying underfitting and overfitting by understanding the Bias-
Variance tradeoff.

* Estimating the right confidence interval and uncertainty.



I Linear Algebra

L Probability Theory & Statistics

I Multivariate Calculus
L Algorithms & Complexity

B Others

25%

15%

35%

10%

Importance of Maths Topics Needed For Machine Learning

Author - Navaneeth Malingan, Nivu Academy & Nunnari Labs




Math for ML Resources

https://nivu.me/posts/mathematics-for-machine-learning/

Author - Navaneeth Malingan, Nivu Academy & Nunnari Labs


https://nivu.me/posts/mathematics-for-machine-learning/

Reach out to me

Navaneeth Malingan
Mobile : 9047578585

Email: mail@nivu.me

Blog: https://nivu.me
LinkedIn: https://www.linkedin.com/in/nivu/
Twitter: https://twitter.com/nivu07

NUNNARL..

Author - Navaneeth Malingan, Nivu Academy & Nunnari Labs
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https://www.linkedin.com/in/nivu/
https://twitter.com/nivu07
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Thank You

TensorFlow
User Group =

COIMBATORE

NUNNARI..

school of ai
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